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Abstract—The act of deception occurs often occurs during
everyday conversations in a group setting. To date, most research
has either focused on laboratory settings for dialogue between
two parties, and there has been very little comparison of different
methods. We introduce a multimodal dataset containing multi-
party deceptive and truthful conversation in a public environment
during the British TV show ‘Would I Lie to You’, where
participants compete in teams to guess truthful and deceptive
statements of others. We curate the speech events from publicly
available videos of the show via speaker segmentation and
speech recognition. Using verbal and non-verbal behaviors of
the speakers through acoustic, linguistic, and visual features, we
explored classification for deception detection. Our experiments
show high-performing classification results using verbal only,
non-verbal only, and using both when compared to the human
baseline. This work has implications for real-world deception in
multi-party conversations and can inform about cues used by
humans for trust and deception in multi-party settings.

Index Terms—Deception detection, multi-modal learning,
speech, language, affective computing.

I. INTRODUCTION

Deception Detection is the act of determining whether a
person is being truthful or deceptive. Detecting deception can
be an important skill in personal life and is an active research
area for its promise of usefulness in investigative scenarios
where trust is warranted, such as court trials, law, intelligence,
business, etc. Research suggests that lying in high stake situa-
tions can leak observable behavioral change, that can be used
to detect deception [1], [2]. However, human performance at
deception detection without training is only slightly better than
random chance (54%) [3]. At the same time, human confidence
in their ability at the task is negatively correlated with their
true ability, suggesting a false perception of their ability [4].
As a result, automated deception detection has garnered much
attention from researchers, where spoken language cues are
used to automatically detect deceptive speech. In recent years,
research communities have explored deception detection using
multimodal data including verbal cues from acoustic-prosodic
and linguistic information [5], [6]) and non-verbal cues such
as facial expression [7] and gesture [8]. The importance of
different modalities’ access in human and machine’s ability to
detect deception has been explored for automated deception
detection from videos as well in an end-to-end manner [9],
[10].

For building an automated deception detection model, an
annotated multimodal dataset is necessary. [11] introduced a
multimodal dataset of real deception during court trials, where

trial video clips were annotated for verbal (linguistic) and non-
verbal behaviors (hand gesture, gaze, and facial expression) in
relation to deception. Another recent popular dataset depicting
deceptive dialogue is Box of Lies [12], a multi-modal dataset
containing deceptive conversations between participants play-
ing The Tonight Show, hosted by Jimmy Fallon, Box of Lies
game, in which they try to guess whether an object descrip-
tion provided by their opponent is deceptive or not. While
other datasets can be found that further include physiological
measures such as EEG signals as well as verbal and non-
verbal measures [13], they are usually collected in controlled
laboratory setup and often require sophisticated equipments.
For detecting deceptive behavior across language and culture,
the Columbia X-Cultural Deception Corpus [14] has been
introduced which includes deceptive interviews in English
and Chinese. In most cases, datasets are annotated by human
crowd-workers which provides a human detection baseline.
While these datasets are useful in deception detection research,
their usefulness in detecting real-life deceptive statements can
be limited for two reasons: either 1) due to reliance on manual
annotation of features, and 2) unavailability of in-situ measure
of human ability for deception detection, 3) lack of multi-
party scenario. There is a need for a general-purpose dataset
in deception detection literature that provides conversational
partners’ guesses about deception to serve as the human
baseline.

To address this, in this paper, we describe a dataset of
public videos with audio, text, and visual modalities designed
for building multi-modal deception detection systems. We
present a novel dataset consisting of 125 public videos that
include multiple deceptive and truthful statements. The videos
are collected from the TV game show ‘Would I Lie You’
where celebrities compete against each other to state unusual
facts about themselves to deceive the opponent. While prior
work has explored datasets collected from TV shows depicting
deception in games played between celebrities, deceptive
statements in our data occur in a multiparty conversation
setting which can be useful for deception detection in group
scenarios. We provide manual annotations of deceptive and
truthful statements from the episode videos with samples
containing rich information about the speaker’s verbal and
non-verbal information during the speaking event. While prior
similar work has relied on manually derived linguistic and
visual cues to describe the speaker events with multi-modality,
we refrain from such hand-annotated features to eradicate
time-consuming, subjective manual annotation. Instead, we
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rely on fully automatic extraction of modality-specific features
leveraging existing methodologies for audio, video, and text
analysis. Such an automatic approach reduces the time and
cost involved in annotation, improve scalability, and practical
use for deception detection. To demonstrate the performance,
we benchmark our approach by evaluating its performance for
training learning models proposed in prior literature in both
unimodal and multimodal conditions.

The contribution of this work is the following:
• We present a novel dataset consisting of 125 public videos

that contain deceptive and truthful statements in a multi-
party conversation setting.

• We leverage methods developed in Natural Language
Processing, Speech, and Computer Vision to extract lin-
guistic, acoustic-prosodic, and visual features to obtain
multimodal information that can aid to distinguish be-
tween deceptive and truthful speech.

• We evaluate the approach by building several models
from existing literature using verbal and non-verbal infor-
mation including recently introduced transformer-based
models. Our experiments show that the best multimodal
model provides deception detection results with a 0.96
F1 score, which is significantly above chance level and
human performance.

II. RELATED WORK

A. Deception detection datasets

To date, researchers resorted to various datasets for decep-
tion detection studies using different modalities of information.
A wide range of studies has relied on text analysis for detecting
deception from online written content. Works along this have
explored travel reviews [15], dating websites [16], consumer
feedback [17], and Twitter trolls [18], to identify fake and
spam content. [19] created a dataset for deception detection
in text containing 800 fake and online reviews collected via
crowdsourcing. Such works have leveraged linguistic cues
such as the use of positive and negative words, number
of words, sentences, affective markers, etc. to differentiate
between truthful and deceptive written statements [20].

Early research in deception detection was inspired by the
polygraph, a device designed to detect lies from physiological
changes such as blood pressure, pulse rate, skin temperature,
and breathing [21]. Along with this idea, deception detection
using EEG signals capturing signatures of brain activities
has been studied and several datasets using EEG have been
introduced [13], [22]. However, due to strong dependence
on wearable equipment (e.g. EEG headsets), such methods
have limited ‘ecological validity’ in real-world scenarios.
Additionally, there are prior works that suggest relying on only
physiological measures gathered in the laboratory setting can
provide biased and misleading outcomes [23].

Based on promising early research on deception detection
with micro-expression, gesture, and other non-verbal behav-
iors [30], [31], many studies have utilized different behavioral
cues exhibited by the speaker during deceptive speech. [32],
[33] utilized hand and facial features for deception detection
from such a behavioral approach. [34], [35] found a decrease

in iconic and deictic gestures, and an increase in metaphoric
gestures to be associated with deceptive statements. Along this
line, [36] showed that increased speech prompting gestures
and rhythmic pulsing gestures were associated with truthful
behavior.

Focusing on the interaction between the people involved
during deceptive dialogues, [37] explored the nature of the
conversation and the behavioral response involving strong
deception resulting from it. In a similar experiment on facial
expressions during deceptive conversations, [38] showed that
interlocutors exhibited different facial expressions when they
were told a lie as opposed to when they were told the truth. In
a different study on non-verbal behavior, [39] measured inter-
actional synchrony in head movements and facial expressions
between conversation partners to differentiate between decep-
tion and truthful statements. [6] examined the influence of
linguistic, gender, and native language on deception detection
during interviews.

Understanding the success of individual modalities in de-
ception detection, recent works have focused on combining
different modalities towards deception detection using multi-
modal information. [40]–[43] focuses on multimodal deception
detection using acoustic, prosodic, lexical, and visual infor-
mation extracted manually or automatically for classification
goals. To support this line of a multimodal approach to the
problem, a collection of multimodal datasets for detecting
deception from acoustic-prosodic, physiological, facial, and
lexical features have been collected and released. An early
data set on deceptive speech Columbia/SRI/Colorado (CSC)
Corpus [40] contains 32 hours of speech collected from
participants through financial incentives to deceive or tell the
truth with financial reward. [28] presented a similar dataset
with deceptive statements on open-domain topics collected
via Amazon Mechanical Turk. [26] and [29] are two
multimodal datasets for deception detection that contains both
physiological and audio-visual information. Bag of Lies [13]
is a recent dataset that includes EEG and gaze information
along with audio and video.

However, the aforementioned datasets are generally col-
lected via controlled experiments in laboratory settings. Box of
Lies dataset [25] is a dataset collected to address this by cap-
turing deception occurring during deceptive dialogues between
a contestant and a game show host, which is close to the setting
of our dataset. Real Life Trials Dataset [24] is another dataset
collected by the same authors containing deceptive and truth
statements made by defendants and witnesses in real-world
trials. However, while deception examples collected under
high-stake and multi-party conversation settings like this are
informative, such real-world data and labels collected based
on trial outcomes and police verification can be hard to obtain
due to ethical and privacy considerations.

In this work, we consider deception detection in out-of-
laboratory condition and introduce a dataset on multi-modal
deception detection in multi-party dialogue settings.

B. Features used in deception detection
Previous research studied deception detection from different

perspectives using various modalities. In this section, we
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Dataset Modalities Speakers Total Dialogue type Setting
Real Life Court Trials [24] Video, Audio, Text 56 121 Multi-party Real world

Box of Lies [25] Video, Audio, Text 26 1056 Two-party Real world
Bag of Lies [13] Video, Audio, Gaze, EEG 35 325 - Laboratory

Multimodal Deception [26] Physiological, Thermal, and Video 30 150 Two party Laboratory
CSC Corpus [27] Audio, Text 32 - Two-party Laboratory

Open Domain Set [28] Text 512 7168 - Crowd-sourced
DDPM [29] Audio, Video (RGB, Thermal), heart rate 70 1680 Two-party Laboratory

Would I lie to You (WILTY) Audio, Text, Video 245 502 Multi-party Real world
TABLE I

AVAILABLE MULTIMODAL DATASETS FOR DECEPTION DETECTION.

discuss the three categories related to this work: linguistic,
acoustic-prosodic, and visual-physiological.

Linguistic. This category refers to features extracted from
the spoken text during deceptive statements. This includes
n-gram, part of speech tag [19], [44], word counts per re-
view or utterance, complexity (average word length), diversity
(number of unique words over the total number of words)
[15], verb choice in statements [45] non-immediacy (self-
reference, group-reference, generalization, indefinite articles),
uncertainty (modifier, modality, subjectivity, quotation, ques-
tion, hedge words) [18], syntactic style [46], and specificity
(disclosure markers, causation, sense terms, use of numbers,
relativity). In addition to those, Linguistic Inquiry and Word
Count (LIWC) is a frequently used text analysis software re-
source [6] that classifies words into 80 different linguistic, psy-
chological, or topical categories [47]. Word Embeddings [48],
bag of words [41], [43] are also used to obtain informative
feature representation from dialogue and statement transcripts
for deception detection.

Acoustic-prosodic. Acoustic-prosodic cues extracted from
speech have been used to characterize deceptive speech in
prior works. One such frequently used indicator is Mel-
frequency Cepstral Coefficients (MFCC) [49], which trans-
forms audio signals into frequencies for improved speech
recognition and other speech tasks. [5] used several commonly
used speech features: intensity, pitch, jitter, shimmer, noise-
to-harmonics ratio (NHR), and speaking rate for detecting
deception, and found increased pitch and slower speaking
rate to be indicative of deception. In a different study, [42]
explored speech disfluency, filled pauses, response latency,
false starts, and repetition of words as indicators for de-
tecting deception and found them used as useful deception
indicators by humans despite their unreliability. Like LIWC
used for linguistic feature analysis, prior works have used
speech analysis tools such as Praat [50] to obtain statistical
components of acoustic and prosodic information such as
shimmer, voice quality, loudness, pitch, duration, and speaking
rate as possible indicators of deception. In several more recent
works, openSMILE, an audio feature extraction toolbox [51] is
frequently used to extract Interspeech2013 (IS2013) ComParE
Challenge baseline feature set [52] for deception detection,
including pitch (fundamental frequency), intensity (energy),
spectral, cepstral (MFCC), duration, voice quality (jitter, shim-
mer, and harmonics-to-noise ratio), spectral harmonicity, and
psychoacoustic spectral sharpness.

Visual-physiological. Early research on micro-expressions
as indicators for detecting a lie [30], [53] inspired use of

Fig. 1. Snapshot of a card reading segment from ’Would I lie to you’ season
4 episode 4.

Facial Actions Units towards deception detection [26], [43].
[43] also used different face encoding techniques such as
Fisher Vectors to automatically extract visual features from
faces during deceptive statements. Among other non-verbal
behaviors, [34]–[36] utilized speaker gestures (iconic, deictic)
to differentiate between deceptive and truthful behavior. To
capture physiological activity change during deceit, EEG sig-
nal [13], brain imaging [54], pulse rate [29], skin temperature
and conductance [26] have been used in prior works. To
understand the association between eye contact and deception,
eye gaze [13] and head movement [39] have been found
useful.

Apart from linguistic, acoustic-prosodic, and visual features,
prior works have explored speakers’ identity and personality-
specific traits such as age, gender [28], native language, and
five-factor personality inventory score (extroversion, agree-
ableness, openness, conscientiousness, and neuroticism) [41],
[5] for deception detection.

III. DATA

To explore automated deception detection during dialogue,
we collect data from conversations of deceptive behavior.
Inspired by prior deception detection dataset collected from
guessing game show, we opted for a game suitable to this
setting.

A. Data Source

We use episodes of the British TV series ‘Would I Lie To
You’ as our source of data. Each episode in this series features
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Speaker #Truth #Lie Truth Lie
Host Speaker 84 50 I once simultaneously worked as both the DJ and the

newsreader on local radio using a different accent for
each job.

I believe disaster will occur if I don’t adhere to my
special alarm clock system.

Regular Speaker 173 213 I have no idea how to use a launderette washing
machine.

I was a teenage boxer. But I quit because I had a mouth
ulcer.

TABLE II
EXAMPLE OF UTTERANCES IN THE DATASET.

four guest public figures who come from different backgrounds
including acting, comedy, sports players, newscasters, politi-
cians, religious leaders, etc. For each episode, the guests join
one of two teams each headed by one of the two co-hosts of
the show. The two teams then compete each other where each
player reveals facts and personal tales for the consideration of
the members of the opposing team. The opposite team’s task
is to separate the true facts from the fabricated lies.To explore
automated deception detection during dialogue, we collect data
from conversations of deceptive behavior. Inspired by the prior
deception detection dataset collected from a game show, we
opted for a TV show suitable to this setting.

B. Dataset Collection

Each episode runs for 28 minutes on average with several
rounds each with its unique rule. Episodes have three main sec-
tions: a long-segment section, a guess-who-it-is section, and a
short-segment (quick-fire-lie) section. In each segment in the
long- and short-segment sections, one of the six participants is
‘randomly’ selected to turn over a card on their desk. This card
describes an event, or fact or occasionally refers to an object,
a possession that relates to the speaker. The participant must
describe the event convincingly as if it happened to them or
the object belongs to them, and the other team must guess
whether the participant is telling the truth or a lie. After some
minutes of Q&A, the participant reveals whether they have
been telling the truth or telling a lie by pressing the button
in front of them. In the guess-who-it-is section, a visitor, who
has a genuine connection with one of the players, is invited
to the stage. All three members of the team describe their
relationship and encounter with the visitor. It is left for the
opposing team to guess who among the players has a genuine
relationship with the guest.

For this research, we only extract the information from the
long and short segment sections. More specifically, we only
clip the snippets spanning from each speaker picking up the
card to finish reading the statement. We do not include the
Q&A interactions that follow in the data pre-processing steps.
We collected 125 videos from the 14 seasons of the series
running between 2007 to 2021. Note that some of the guests
have reappeared in the show and the two hosts are consistent
in each episode, resulting in multiple rounds from some of the
players in the data.

Before we describe the details of pre-processing, we define
the following terms for the readers:
Section: It refers to about 2-10 minute long fragments of the
video. In each section, a complete round of the game and
player interactions (statement declaring, question answering,
guessing, and result revealing) take place.

Utterance: Those terms refer to the card reading event,
usually lasting for only seconds, during which speakers read
the statement out loud to the other players of the show.

C. Speaker Segmentation

• We extract the audio from each video, downsample it to
16kHz, and reduce it from a dual channel into a mono-
channel .wav files to ensure lossless audio quality.

• We automatically segment the episode into sections us-
ing some signal sounds. There are four types of them.
’Speaker-indicator beep’ and long silence (when the
speakers pick up their card) are used for detecting the start
of each section, while ’answer-revealing sound’ delimits
the end of each section. Meanwhile, long silence is also
used to skip the title sequence, while similarly the end-of-
episode buzz signals the end of the last section, skipping
the closing credits. These signals together help segment
the episode into multiple sections.

• We use diart [55] to perform speaker diarization, which
takes audio of the segment and identifies the active
speaker of each spoken sentence. This allows us to get
the first speaker turn in each statement section. The first
speaker turns are the utterances that speakers read the
statements on cards.

• With the preliminary segmentation, we manually verified
the start and end time of each section and calibrate the
first speaker turn boundary in each section to capture the
full utterance.

• We use Prodigy [56] annotation software to label the
speaker identity as well as the true status of the statement
(Truth or Lie). Prodigy provides a multimodal annotation
platform on which regions in an audio-visual recording
can be annotated with start, and end times along with
labels for the regions, which can be a section or an
utterance. This region is later used to obtain features from
the audio, transcription, and video file of the utterance.

D. Transcription
After the segment boundaries and labels are obtained

through annotation, we use the start and end time stamps of
each utterance segment to get utterance audio as a .wav file.
We use wav2vec 2.0 [57] to perform speech recognition from
the audio and get the transcript of each speaker’s utterance
delivery. Note that we observe no case of overlapped speech
(during card reading of a TV show) in our data, which may
not be the case for all deceptive conversations. Table III-B
shows example transcripts for both Truth and Lie classes in
the dataset.
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IV. METHODOLOGY

We now describe our methods for extracting features from
audio, text, and video modalities from the utterance samples
of the dataset.

A. Acoustic-prosodic Features

Prior works [41], [43] have identified several acoustic
prosodic features useful for deception detection. We used the
Interspeech 2013 (IS13) ComParE Challenge baseline feature
set from openSMILE, a standard feature set for deception
detection and many other computational paralinguistic tasks,
which resulted in about 6000 features in total per sample.
Since males and females have different voice attributes in
nature, we normalize the acoustic features by gender.
In addition, according to [42]’s work, which indicates a close
connection between filled pauses and deceptive utterances,
we detect filled pauses, the presence of filled pauses in the
utterance (as a boolean variable, and the number of filled
pauses extracted via Praat. Finally, we also extract the duration
of the single utterance and the whole section that contains the
corresponding utterance as a feature.

B. Linguistic Features

To replicate the selection of linguistic features (lexical,
syntactic, semantic, pragmatic) features used in prior work
on this problem, we refer to [42], where the authors did p
tests on a wide range of lexical/acoustic/sentimental features.
We choose only features with a significance level less than
0.001, i.e. features that are tested to be strong indicators of de-
ception/truth. In addition, we also include N-grams and Word
Embeddings representations of the transcripts as leveraged in
previous research like [41].
Pragmatic. We include four pragmatic features: presence and
number of hedge and weasel words. Weasel words usually
make sentences uncertain or hollow (e.g. ‘many’, ‘really’,
‘seemed’), while hedge words convey ambiguity and inde-
cisiveness (e.g. ‘possibly’, ‘a few’, ‘something’). Truthful
statements are more concrete and specific in content, so weasel
words and hedge words are considered good indicators of
deceptive statements.
Lexico-syntactic. We count the number of sentences per
statement, words per statement, words per sentence, and the
number of words that is at least six-character long. Further-
more, to understand the sentence structure, we count the verbs,
nouns, adjectives, and numbers in each statement. We also
employ N-gram features for n = 1, 2, 3 using the binary
counting system. We enumerate all unique unigrams, bigrams,
and trigrams in the datasets and calculate their frequencies.
We keep only N-grams that appear at least five times across
all statements.

Semantics. As for semantics, we pair each word with the
GloVe embeddings for inter-word semantic relationships. We
use the 200-dimensional model trained on 2 billion tweets.
Also, we include the concreteness score of each word in the
statement.

C. Visual Features

To extract visual features from the video segment, we
downsampled the video to 10 frames/second. Following prior
work [43], we encode the faces of the speakers during utter-
ance to automatically extract visual features. To extract visual
features from each frame, we use deepface [58] library which
hosts a collection of pre-trained face recognition and embed-
ding models. DeepFace library identifies the faces present in
the image and represents each face image as a n-dimensional
vector embedding through pre-trained facial representation
models, where n varies between 128 to 4096 depending on
the model implementation. We have experimented with VGG-
FACE [59], FaceNet [60], OpenFace [61], SFace [62] and
DeepFace [63] to provide fixed size embedding per image. We
compute the mean embedding vector for the video segment
during an utterance by averaging across all frames of the
samples, which we use as the visual features for each sample.

Since the two hosts (Rob and Angus) and co-hosts (David
and Lee) present frequently on the show, our dataset included
a significantly higher number of samples uttered by each of
them compared to the guests. To avoid over-fitting resulting
from this, we exclude their statements from the original data
set. This results in two smaller data sets, one for hosts only
and one for all visiting guests (regular-speaker). The final host-
only data set has 136 samples, and the regular-speaker data set
has 365 samples each represented by 6000 features.

D. Multi-modal Feature Fusion with Transformers

Prior works have explored multimodal feature extraction
from videos for deception detection purposes [10]. Instead
of extracting acoustic-prosodic, lexical, and visual features
through a modality-specific framework, we looked for an au-
tomated modality-agnostic feature extraction method that can
leverage the three input modalities (text, audio, and images)
present in the video in a general architecture.

Multi-modal Transformers Architecture. Because of this
specific property, we choose Perceiver IO [64], a general-
purpose transformer-based architecture designed for handling
data from multiple modalities and multi-modal tasks with no
changes required to the architecture. Specifically, Perceiver IO
uses attention to map inputs of a wide range of modalities to a
fixed-size latent space that is further processed by a deep, fully
attentional network. It further offers a mechanism to decode
the latent space to flexibly produce outputs using a querying
method specific to a range of domains and can then be used
for classification tasks.

In this work, we use the Perceiver Model implementation
available at HuggingFace [65]. While Huggingface provides
pre-trained models for text, image, and audio, direct finetuning
on our dataset was unsuccessful for two reasons: due to the
small sample size of our dataset (365 samples) compared to
the 250 million parameters of the model, and the data used in
the pre-training was not well suited to our goal of deception
detection. Instead, our strategy was to pre-train a multi-modal
perceiver model on a larger dataset created for a similar task.

Towards this goal, we choose the Ryerson Audio-Visual
Database of Emotional Speech and Song (RAVDESS) dataset
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[66], a multimodal dataset for emotion recognition from facial,
textual, and audio data. The data contains video and audio
recordings of 24 professional actors (12 female, 12 male)
stating a set of statements in 8 emotion expression conditions:
calm, happy, sad, angry, fearful, surprise, disgust, and neutral.
The dataset contains 1440 pairs of audio and video files, and
corresponding statement text which we used as the transcript
of the speech events.

Pre-training. For pretraining a multimodal perceiver
model, we followed the setup proposed in [67], which intro-
duces a multimodal perceiver-based architecture that combines
video frames, audio, and text for emotion recognition task at
MuSe ’22. In this architecture, Vision Transformer (ViT) [68],
RoBerta contextualized embeddings [69] and WavLM [70] is
used to produce latent features from video, text, and audio
samples of the RAVDESS dataset. We combine these three
sets of latent features to train a Perceiver Classification model
using early stopping criteria for 50 epochs that we test on a
hold-out test set.

To finetune this pre-trained model on our dataset, we use
the same train and test split as used in our other experiments.
Our pre-trained model is finetuned for a classification setting
of truth and lies classes for 15 epochs.

V. EXPERIMENTS

We now present our modeling approaches using the features
extracted as described above. We experiment with various
machine learning modeling approaches that prior works [5],
[41], [43] have used for deception detection tasks. Since Lee
and David present on almost every episode of the show and
thus have unproportionately many records, we train models
on regular speakers’ data to ensure no speaker has more than
ten statements in the data set.

For training the classification model in the supervised set-
ting, we use the true identity of the statement (Truth, Lie)
as the ground truth label. We randomly split all the records
into training and testing sets so that 80% of the data is used
for training and the rest for testing. Since some speakers had
multiple statements, we ensured speakers in the training set do
not appear in the testing set when splitting the data to ensure
model robustness. We repeat each experiment 10 times and
report the average of the performance metric. We also preserve
the same ratio between truth and lie classes in training and
test sets to have a balanced dataset. We use standard perfor-
mance measures for classification problems such as accuracy,
precision, recall, and F1-score as our evaluation metric. Our
models and experimental pipelines are implemented using sci-
kit-learn, Keras, and PyTorch libraries.

We first conducted experiments with verbal and non-verbal
information separately (video, text, audio), and then combined
the modalities. We first explored the following experimental
settings: Logistic Regression, Decision Tree, Gaussian Naive
Bayes, Multi-layer Perceptron, and Support Vector Machine
with a linear kernel. We also included two ensemble methods:
Random Forest and Adaboost for classification. All models
used the default parameters in scikit-learn with max iteration

Name Accuracy Count
David Mitchell 59.22 179
Lee Mack 59.64 166
Jason Manford 36.36 11
Claudia Winkleman 54.55 11
Jimmy Carr 44.44 9
Bob Mortimer 44.44 9
Gabby Logan 62.50 8
Jo Brand 50.00 8
Richard Osman 62.50 8

TABLE III
LIE DETECTION ACCURACY FOR SPEAKERS WITH NO FEWER THAN EIGHT

ATTEMPTS

set to 2000. To compare with prior work [14], we also
trained Bidirectional LSTM with one Bi-LSTM layer of 256-
dimensional input. Our batch size was set to 32 with Adam
Optimizer. Understanding our data set has several thousands
of features, we also conduct Principal Component Analysis
(PCA) to see if dimensionality reduction can improve the
result.

For the multimodal model, we used the same settings
while using the features combined from all three modalities
through the early fusion technique. In the multimodal model
with finetuned transformer model, we used the multimodal
perceiver implementation described in [67] with a batch size
of 16 and a learning rate of 1e−5. All experiments are done
on 8 GB GPU memory except finetuning transformer which
used 24 GB GPU memory.

VI. RESULTS

A. Human Performance Baseline

Previous studies have showcased that humans are noto-
riously poor at lie detection, achieving success rates only
slightly better than random guessing, 54% [71] and 56.75%
[5]. To understand how well human detects lies in the scenario
of our dataset, we manually label all speakers’ guesses of
statements. This becomes our human baseline for deception
detection. In each turn, three members of the opposite team
attempt to guess whether the speaker’s statement was true or
a lie, and the team captain (Lee or David) announces the final
decision. In many cases, contestants withhold their decision, so
there are three or fewer guesses available for each statement.
In the end, we collect 999 guesses, 762 from male contestants
and 237 from female contestants. In general, Overall deception
detection performance has an accuracy of 55.86%, with males
(56.69%) doing a slightly better job than females (53.16%),
which is similar to the observation made in prior work.

Since a subset of contestants has multiple samples in our
dataset, we also inspect individual performances for speakers
with at least eight guesses. Table III demonstrates the guessing
accuracy of contestants who have eight or more attempts.

We observe that no contestant performed significantly better
at the task of deception detection than random guessing. About
half of the speakers performed worse than random guessing
and the rest performed slightly better. Note that while Lee
and David, the two co-hosts of the show have appeared in
almost all episodes for 14 years, their deception detection
performance did not significantly improve from this experience
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Fig. 2. Trend of deception success and deception detection for Lee and David
in each season of the show.

(10 times more attempts than regular speakers). While both
co-hosts are more accurate than some of the machine learning
models that we present later in the paper, they perform lower
than most models (see model performance in the next section).

In addition to the overall accuracy, we are also interested
in whether the skill of deception and detecting deception
can be trained due to practice. Given that Lee and David
have appeared in each season, we expect their performance to
improve over time from the experience. In Figure 2, we show
the trend of successful deception and detection for the two co-
hosts throughout all 14 seasons. We do not observe improved
deception and detection performance with more practice as
the show progresses. This is an observation observed in
other multi-modal deception detection experiments using data
collected from game show [25], where the host, despite getting
more practice, does not perform significantly better than the
guests appearing often only once in the show. One explanation
for this can be training humans in lie detection can be
difficult considering the various techniques the contestants,
who are generally professionals working in the entertainment
and acting industry, employ to deceive the opposing team,
making it difficult to be skillful in deception detection. To the
best of our knowledge, the game rounds in the Would I Lie
to You show involve spontaneous, non-scripted interactions
meaning the participants devise their own method of deception
and detection during the gameplay. As Figure 2 shows, neither
hosts achieve accuracy higher than 62.50% which is the best
performance among all speakers who at least 8 attempts
present in the dataset.

B. Multimodal Deception Detection
Verbal features. Now that we have a human baseline, next,

we present results from our deception detection model exper-
iments. We first trained classification models using features
from verbal behaviors: acoustic-prosodic and lexical features.
Specifically, we used Logistic regression (LR), Naive Bayes,
Decision Tree, Multi-layer Perceptron (MLP), Adaboost, Ran-
dom Forest, Linear SVM, and Bidirectional LSTM. We com-
pared the results of the different classification models in
Table IV.

LR, Naive Bayes, MLP, Adaboost perform quite simi-
lar (62%-68% accuracy, 0.61-0.68 F1 score). However, we
observe that some models have better performance for the
Lie class than the Truth class (High recall rate: LR, MLP,
Adaboost, Random Forest) which suggests the models perform
well at detecting deception. On the other hand, we observe a
high precision rate for the Truth class in LR, MLP, and Ad-
aboost, which means these classification models are stronger
in the Truth class. We find that BLSTM performed the best
among all the models with 96% accuracy and 0.96 F1 score
for both classes.

Since our feature set involves > 6000 features, we employ
feature reduction using the dimensionality reduction technique
and trained the same models with a reduced number of
features. We apply Principal Component Analysis (PCA) for
dimensionality reduction and experimented with a range of
values for the number of principal components n. We chose
n = 300 as that retained > 95% variance. Applying PCA
improved results for some classification models (LR, Decision
Tree, Linear SVM), but in other cases, performance degraded.
BLSTM, which reported the best performance also degraded
(96% → 93%) specifically in the truth class which suggests
reduced features as useful for the truth class.

Non-verbal Features. To explore the role of visual features
in deception detection, we next trained classification models
using visual features extracted from the video as described in
section IV-C. Note that, the vector representation of the visual
features has varying dimensions depending on the output of
the pre-trained embedding model (VGG: 2622, FaceNet: 128,
OpenFace: 128, DeepFace: 4096, SFace: 128). We applied
PCA to reduce dimension while maintaining > 95% variance
and present the results in Table V.

We found that representation obtained from OpenFace per-
forms the best as visual features in deception detection task
with 86% accuracy and 0.87 F1 score. Due to its significantly
better performance than other visual feature embeddings, we
use OpenFace for the rest of our experiments.

We compared the results of the different classification
models trained with visual features in Table VI. . Here again,
we find that BLSTM performed the best among all the
models with 81% accuracy and 0.80 F1 score. After applying
PCA, the performance of the BLSTM model further improved
((81% → 96%) ) with faster training time as the latter model
involved fewer parameters.

Multi-modal Learning for Deception Detection. After
experimenting and training models with the modalities sep-
arately, we trained multimodal learning models combining
acoustic-prosodic, lexical, and visual features. We choose
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Before PCA After PCA
Truth Lie Truth Lie

Method Accuracy P R F1 P R F1 Accuracy P R F1 P R F1
LR 62% 0.70 0.44 0.54 0.59 0.81 0.68 67% 0.65 0.61 0.63 0.68 0.71 0.70

Naive Bayes 65% 0.63 0.75 0.69 0.67 0.53 0.59 55% 0.58 0.48 0.52 0.52 0.62 0.57
Decision Tree 50% 0.50 0.33 0.40 0.50 0.67 0.57 61% 0.62 0.50 0.55 0.60 0.71 0.65

MLP 68% 0.75 0.60 0.57 0.62 0.77 0.69 67% 0.67 0.67 0.67 0.67 0.67 0.67
Adaboost 68% 0.75 0.50 0.60 0.64 0.84 0.73 56% 0.57 0.50 0.53 0.56 0.62 0.59

Random Forest 68% 0.77 0.53 0.62 0.64 0.84 0.73 53% 0.50 0.27 0.35 0.54 0.76 0.63
Linear SVM 69% 0.59 0.87 0.70 0.71 0.36 0.48 71% 0.65 0.81 0.72 0.79 0.61 0.69

BLSTM 96% 0.97 0.94 0.96 0.94 0.97 0.96 93% 0.97 0.88 0.92 0.89 0.97 0.93
TABLE IV

DECEPTION DETECTION CLASSIFICATION RESULT WITH AUTOMATED ACOUSTIC-LEXICAL FEATURES.

Method Accuracy Precision Recall F1
DeepFace 0.72 0.74 0.76 0.74
VGGFace 0.68 0.80 0.61 0.67
FaceNet 0.55 1.0 0.50 0.71
OpenFace 0.86 0.87 0.89 0.87
SFace 0.81 0.84 0.81 0.82

TABLE V
DECEPTION DETECTION CLASSIFICATION RESULT WITH AUTOMATED

VISUAL FEATURES EXTRACTED USING OPENFACE LIBRARY. DUE TO THE
LARGE NUMBER OF FEATURES WE APPLIED PCA TO REDUCE DIMENSION

TO RETAIN > 95% VARIANCE. NUMBER OF PRINCIPAL COMPONENTS
CHOSEN BETWEEN (300-100).

BLSTM for this final model as that has performed well in the
previous setting (see Tables IV and VI. We also compare these
models trained with modality-specific features combined via
early fusion to a model trained with modality-agnostic features
using a transformer-based architecture in Table VII.

Surprisingly, we found verbal (acoustic and linguistic) fea-
tures to be the best-performing one with a 0.96 F1 score.
The model trained with all 3 modalities’ combined features
(acoustic, linguistic, visual) performed slightly lower (0.87
F1 score). Perceiver, the transformer-based model, performed
significantly lower with a high recall rate (0.67 F1 score). One
explanation for this can be modality-specific pre-processing
that was not available in the feature extraction process within
the general-purpose transformer architecture. Another issue
can be the small number of training examples that were used in
fine-tuning Perceiver, which has a large number of parameters
to tune.

VII. DISCUSSION

Our experiments show verbal information to be more
informative for deception detection than non-verbal (visual
information). This is also observed in prior work on multi-
modal deception [11], [25] which shows acoustic-linguistic to
hold strong indicators of deception. Unlike observed in these
prior works, using non-verbal information (visual modality)
performance is worse than using verbal features. Furthermore,
adding both non-verbal and verbal information to the model
worsen the performance, which is contrary to observations
made in [11], [25]. One explanation for this can be that these
works used manually annotated gestures (head movement,
mouth, gaze, etc.) as non-verbal behaviors as opposed to
our approach of using face encoding from the videos as
automatically extracted visual features. Such automatic feature
extraction can contain noise due to face occlusion in general

because of camera angle and lighting. Due to the multi-party
setting where the speaker is speaking not only to the audience
but also to the other contestants, which influences the direction
of eye-gaze and head movement, features which are found as
useful non-verbal behaviors for classification. Table IV shows
that acoustic-linguistic features are more useful in detecting
truth than lies. In the future, adding dialogue features to
understand the conversation cues between players during Q&A
after the statement can provide more interesting insights into
human behavior for deception detection.

Our experimentation with dimensionality reductions re-
vealed interesting insights. For non-verbal features, feature
reduction has degraded or maintained the performance for
all learning models, whereas for verbal features performance
improved in most cases after reducing features. This suggests
the importance of the complete set of verbal features in
classification, but a selected subset of verbal features can be
sufficient for building a good classifier. While this work relies
on automated visual feature extraction, exploring different ges-
ture expressed by non-verbal behavior (body, face, hand) and
their importance in classification remains for future work. Our
experiment with modality-agnostic multimodal learning with
Perceiver architecture indicates the effectiveness of modality-
specific feature extraction and using them in modeling via
early fusion. Recent works on neural networks parameter
pruning using Lottery Ticket Hypothesis [72], [73] showed
the existence of useful subnetworks within large Transformer-
based networks with fewer trainable parameters. Exploring
such subnetworks to reduce training data requirements and
improve performance for modality-agnostic training can be
another direction for future work.

A. Ethical Considerations

The work presented in this paper is based on data collected
in conditions that may not be applicable to a real-world
setting (e.g. ample lighting in the studio, high-quality audio
recording, etc.). The machine learning models we present here
is for research purpose and should not be used without human
intervention, particularly in high stake scenarios concerning
public security and crucial life outcomes like interviews or
trials. While we plan to release the dataset for research
purposes only (available upon request), we do not plan to
release the models due to ethical considerations.
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Before PCA After PCA
Truth Lie Truth Lie

Method Accuracy P R F1 P R F1 Accuracy P R F1 P R F1
LR 62% 0.59 0.59 0.59 0.65 0.65 0.65 62% 0.59 0.59 0.59 0.65 0.65 0.65

Naive Bayes 55% 0.53 0.56 0.54 0.58 0.55 0.56 63% 0.62 0.42 0.50 0.63 0.80 0.71
Decision Tree 53% 0.46 0.38 0.41 0.57 0.65 0.60 54% 0.54 0.37 0.44 0.54 0.70 0.61

MLP 60% 0.59 0.59 0.59 0.61 0.61 0.61 56% 0.53 0.59 0.56 0.59 0.53 0.56
Adaboost 41% 0.36 0.25 0.29 0.44 0.57 0.50 61% 0.61 0.55 0.58 0.61 0.67 0.64

Random Forest 54% 0.57 0.29 0.38 0.52 0.79 0.63 53% 0.57 0.25 0.35 0.52 0.81 0.63
Linear SVM 56% 0.70 0.37 0.48 0.50 0.80 0.62 51% 0.46 0.32 0.37 0.54 0.68 0.60

BLSTM 81% 0.83 0.70 0.76 0.79 0.89 0.84 96% 0.95 0.97 0.96 0.97 0.95 0.96
TABLE VI

DECEPTION DETECTION CLASSIFICATION RESULT WITH AUTOMATED VISUAL FEATURES EXTRACTED USING DEEPFACE LIBRARY.

Method Acc. Prec. Rec. F1
Acoustic + Linguistic 96% 0.96 0.96 0.96
Acoustic + Linguistic + Visual 86% 0.86 0.88 0.87
Transformer (Perceiver) 52% 0.52 0.94 0.67
Human Baseline 62% 0.63 0.62 0.61

TABLE VII
COMPARISON OF MULTIMODAL DECEPTION DETECTION PERFORMANCE

WITH HUMAN BASELINE.

VIII. CONCLUSION

In this paper, we present a dataset of publicly available
videos for multimodal deception detection. Our dataset con-
sists of deceptive and truthful statement utterances recorded
in multi-party conversation settings. We considered multi-
modal features obtained from verbal and non-verbal infor-
mation available from speech events via automated acoustic,
linguistic, and visual feature processing. We established a
human baseline and explored human skill development for
deception detection through repeated practice. By integrating
different modalities, we investigated a classification model
for detecting deception. Our best classifier shows improved
detection performance for both Truth and Lie compared to
human baseline and random guessing with a 96% F1 score.
We found verbal features to perform better than non-verbal
features. SE believe curation and evaluation of such datasets
and modeling approach can open up novel research opportu-
nities to understand deception in multi-party conversation in
public settings.
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[11] V. Pérez-Rosas, M. Abouelenien, R. Mihalcea, and M. Burzo, “Decep-
tion detection using real-life trial data,” in Proceedings of the 2015 ACM
on international conference on multimodal interaction, 2015, pp. 59–66.
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